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Abstract

In the last decade, data-driven methods using machine
learning have achieved state-of-the-art performances in
various applications, leading to a revolution in industries
such as healthcare, finance, and transportation. While these
new methods outperform the traditional knowledge-driven
techniques predictions, their results are often difficult to in-
terpret, and the models can lack robustness. Explainable
AI research tries to alleviate to fix the issue, especially for
safety-critical problems. In this work, we use a hybrid ap-
proach to tackle the problem of human trajectory forecast-
ing in crowds. We demonstrate how we can compromise be-
tween interpretability and accuracy by using expert knowl-
edge and constraints on a neural network input and output.
The proposed model enhances the performances of a dis-
crete choice model while preserving independent concepts
that we can visualize to understand the model’s prediction.
We also show how data-driven techniques can help discrete
choice model parameters’ estimation when dealing with a
large dataset for imbalanced classification.

1. Introduction
Humans navigate easily in crowds and follow complex

social rules to avoid a collision, give the right of way,
or follow someone else. Predicting human movement is
challenging and has applications for building robots navi-
gating in crowds, virtual reality environments, or simulat-
ing flows to assess buildings’ safety. The ability to pre-
dict human motion in a social context with accuracy, ro-
bustness, and in an intelligible manner is crucial to build-
ing safe technology. This problem has been tackled in
research using two paradigms. Early works focused on
building hand-crafted functions using expert knowledge to
model the decision-making process to infer a choice. So-
cial Forces [7], ORCA [15], or discrete choice modeling [3]
were able to model social interactions such as collision
avoidance. More recently, with the breakthrough of deep
neural networks, data-driven methods became the state-

of-the-art solution for this problem. Using large datasets,
they empirically learn the walking behavior and interactions
without needing hand-designed functions. The SocialL-
STM [1] or SocialGAN [5] achieved state-of-the-art perfor-
mances by applying recent machine learning concepts to the
problem of trajectory forecasting. These two paradigms dif-
fer in their approaches to tackling the problem and have dif-
ferent advantages and drawbacks. Knowledge-driven meth-
ods are robust and provide interpretable predictions. They
are also lightweight: they do not require long training and
high computational power. They are, by design, limited
to the domain knowledge and miss all information not de-
scribed by their hand-design functions. Also, these func-
tions depend on assumptions that can be unadapted to a dif-
ferent context (a different country or crowd density). Data-
driven methods’ advantage is to learn everything from the
data, making them adaptable to a new dataset from a dif-
ferent environment. They can model complex interactions
and learn patterns unknown from the domain knowledge.
Using recurrent connections, they can use the history of po-
sitions and interactions instead to make predictions, leading
to higher accuracy. Nevertheless, the deep architecture us-
ing state-of-the-art models requires large datasets and com-
puting power to be training. Their predictions are hard to
explain, and they can perform poorly on unseen data or ad-
versarial examples.

In this work, we take a hybrid approach to combine the
strength of both, with a focus on discrete choice model-
ing (DCM). The goal is to demonstrate how we can use
the DCM framework to provide interpretable predictions
thanks to knowledge-based concepts while using a neural
network architecture to replace hand-crafted functions to
improve prediction accuracy. We also demonstrate how we
can leverage data-driven techniques to handle dataset imbal-
ance by adapting the DCM choice set, generating new ex-
amples, and estimating parameters of discrete choice mod-
els. While other hybrid approaches [6, 13, 14] use a neural
network to express functions of the utility input missed by
the expert modeler, express complex non-linear combina-
tions, or increase the precision of a discrete choice using
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a residual computed using a neural network [11]. We pro-
pose to use neural networks to replace any complex function
used to design a concept in the DCM utility (transforming
the constrained input into a score for each possible choice).
We build a neural network for each concept described in
the utility and constrain the input and output space to limit
its prediction and maintain interpretability. We experiment
with our method on the Trajnet++ framework using ORCA-
generated synthetic datasets. We compare our hybrid model
to a classic DCM [2, 12], to an input-constrained non-
interpretable model, and to an unconstrained neural network
to illustrate the benefits and costs of utility concepts con-
straints and interpretability.

2. Related work
We focus here on the human-to-human interactions in

the context of human trajectory forecasting. Our prob-
lem does not include a computer vision component, nor
tackle human-to-environment interactions. We group the
research on social interactions into the two aforementioned
paradigms and a combination of them. Knowledge-driven
methods using expert design, and data-driven methods us-
ing deep neural networks.

2.1. Knowledge driven

The Social Forces [7] model forecast the next speed us-
ing attractive forces (towards a destination or a group of
people) and repulsive forces (stay away from obstacles).
The Reciprocal Velocity Obstacle (ORCA) [15] model uses
collision-avoidance reasoning with the assumption that dif-
ferent agents all behave similarly. Discrete choice model-
ing [3] uses a grid to represent the space and select the sub-
sequent action for each individual. Using a hand-designed
score for each grid cell, this model focuses on specific inter-
actions and provides high interpretability. These methods
based on expert-designed functions provide interpretable
results and are robust. Though, they don’t capture all the
complexity of interactions, are limited to the existing do-
main knowledge, and make predictions in the one-step hori-
zon. They have low prediction accuracy compared to the
data-driven methods discussed below, especially on multi-
ple steps predictions.

2.2. Data driven

The research in human trajectory forecasting using neu-
ral networks (NNs) has developed fast in the last few years
and has outperformed knowledge-driven methods. Using a
Long short-term memory (LSTM) [8] network with feed-
back connections to capture time-series input, the SocialL-
STM [1] model introduced a social pooling component that
captures interactions with nearby pedestrians over time.
More recent NN architectures also capture social interac-
tions in time [5] using a Generative Adversarial Network

(GAN) [5] or [4, 9, 17] using an attention mechanism [16].
These methods provide state-of-the-art results for multi-
modal trajectory forecasting. While their predictions are
highly accurate, they are hard to interpret.

2.3. Hybrid

A few works have recently tried to combine the strength
of both paradigms, using discrete choice modeling coupled
with neural networks to produce high accuracy explainable
predictions. Three methods [6, 13, 14] help to discover new
functions of the utility’s parameters missed by the hand-
designed specification using a deep neural network, improv-
ing the overall performance while maintaining interpretabil-
ity under certain conditions. The SocialAnchors [11] pro-
pose to combine the output discrete interpretable output of a
DCM model with a social interactions module using LSTM
that refines the prediction using scene-specific residual.

3. Method
In this section, we define the trajectory forecasting prob-

lem and its adaptation to the DCM framework. We describe
our proposed hybrid architecture and the three baselines we
use to evaluate our approach. We also describe the con-
straints on NN input and output to preserve interpretability.

3.1. Problem statement

We tackle the problem of human trajectory forecasting
in crowds, with a focus on social interactions. We define
a scene as a 2d plane (top-view of a flat surface) with T
time steps (also called frames). For each frame, we know
the position coordinates of all pedestrians in the scene. For
n pedestrians, a scene is defined as a list of trajectories
X = [X1, X2, ..., Xn]. For a person i, a trajectory is
defined as Xi = (xt

i, y
t
i) for time t = 1, 2, ..., T a list of

position coordinates.
Using the above definition, the problem is the following.
Given all pedestrians’ trajectories Xi = (xt

i, y
t
i) for

t = 1, 2, ..., tobs (the observed frames) and the future
ground truth Yi = (xt

i, y
t
i) for t = tobs + 1, ..., T , predict

the future trajectories of all pedestrians Ŷ = Ŷ1, Ŷ2, ..., Ŷn

where Ŷi is the predictor trajectory of pedestrian i.

3.2. Discrete choice models

Discrete choice models try to forecast the behavior of an
individual in a choice situation. Using the random utility
maximization, we assume that each alternative can be asso-
ciated with a score called utility. For each choice situation,
we select the alternative with the highest utility. The gen-
eral formulation of the utility is, for an alternative j and a
decision maker n:

Uin = Vin + ϵin (1)
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where the deterministic part of the utility Vin is a func-
tion of its attributes, and ϵin is a random term representing
the uncertainty deriving from the presence of unobserved
attributes.

3.2.1 Choice set

In the context of human trajectory forecasting, [3] defines
a dynamic and individual-based choice set (see Fig. 1) and
discretizes the space in front of a pedestrian based on her
current speed direction and norm. Three speed regimes are
assumed from the current velocity: accelerated, constant,
and decelerated corresponding to fractions of the current
speed. The direction angle is chosen in a set of 11 radial
directions described in Fig. 1. The choice set is a combina-
tion of speed regime and radial direction making a total of
33 choices for a given pedestrian and time. We refer to the
selected choice as the anchor (speed vector corresponding
to the choice).

Figure 1. Angular and speed regime choice based on current speed
direction and norm. (Source: [12])

3.2.2 Utility specification

The deterministic part of the utility is defined (using speci-
fications from [2, 12]) as follows:

Ujn = βdirdirj︸ ︷︷ ︸
keep direction

+βddistddistj + βddirddirj︸ ︷︷ ︸
towards destination

(2)

+ βaccIj,accffn,acc + βdecIj,decffn,dec︸ ︷︷ ︸
free flow

+ βaccleadj,acc + βdecleadj,dec︸ ︷︷ ︸
leader-follower

+ βcolcolj︸ ︷︷ ︸
avoid collision

+βodistodistj + βodirodirj︸ ︷︷ ︸
avoid occupancy

where Ujn is the deterministic part of the utility for pedes-
trian n and choice j. The β parameters have to be esti-
mated, and dirj , ddistj , ddirj , ffn,acc, ffndec, leadj,acc,
leadj,dec, and colj corresponds to utility concepts described
in [12]. The occupancy parameters odistj and odirj cor-
responds respectively to occupancy and angle concepts
from [2].

The underlying concepts of this specification are the fol-
lowing:

• keep direction: Pedestrians tend to maintain their di-
rection

• towards destination: A pedestrian wants to minimize
the distance to the destination and the angle between
the current direction and the destination’s direction

• free flow: In free flow conditions (no social interac-
tion), the desired speed drives the speed regime choice.
The maximum speed vmax is used as the reference for
the pedestrian’s desired speed

• leader-follower: Pedestrians tend to follow the tracks
of people heading in the same direction. The relative
speed of a leader with respect to a pedestrian impacts
her choice to accelerate or slow down

• avoid collision: When a neighboring pedestrian is
heading towards a choice, it becomes less desirable to
avoid a collision

• avoid occupancy: A radial choice containing a neigh-
bor is less desirable, especially if the neighbor is close
to the pedestrian

3.3. Problem adaptation

The DCM principles limit the information used for the
trajectory prediction task to a frame’s state. The utility spec-
ification described above adds constraints to the input of our
problem, and the discretization of the space in a choice set
also constrains the output. Our initial problem Sec. 3.1 is
limited to a one-step prediction task (we don’t know the
history of positions and speed, and we predict only the next
speed). We reformulate it within this DCM framework as:

We define a frame Ft = [P t
1 , P

t
2 , ..., P

t
n] as a list of

pedestrians in state Pi at time t. For a pedestrian i, a state
is defined as P t

i = [(xt
i, y

t
i), (vx

t
i, vy

t
i), (gx

t
i, gy

t
i)] where

xi and yi are the position coordinates, vxi and vyi are the
speed coordinates, and gxi, gyi the destination (position for
t = T ) coordinates.

The task is the following: Given all pedestrian states
for a given frame Ft, and the ground truth next speed of
the primary pedestrian (vxt+1

1 , vyt+1
1 ), predict the anchor

(choice) at1 corresponding to the closest approximation (ex-
ample: Fig. 3) of this true next speed.

3.4. Neural network constraints

When replacing a hand-designed function with a neural
network, we need to make sure that the model learns the
concept for which it is supposed to replace the function. We
also limit the model prediction to the choice set to fit within
the DCM framework.
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3.4.1 Input constraints

Our models use the data from the six concepts defined in
Sec. 3.2.2 to explain the pedestrian trajectory. We suppose
that limiting the input of each utility concept’ NN to only
what the hand-designed function needs will ensure that the
NN learns the concept only. If one concept’s NN learns
multiple other concepts, the overall model would not be in-
terpretable as each neural network score would not corre-
spond to a given concept.

We describe here what processing and selection process
each concept applies to the original input, to limit the infor-
mation to what is necessary for the hand-crafted functions
of [2, 12].

• keep direction: The angle between an anchor and the
current speed direction

• towards destination: Distance between an anchor po-
sition and the destination, and angle between the an-
chor direction and the destination direction

• free flow: The ratio between the current speed and the
maximum speed

• leader-follower: The distance between the pedestrian
position and each neighbor’s position. The angle be-
tween an anchor direction and neighbors’ direction.
The difference between the anchor speed and neigh-
bors’ speed norm. A potential leader (Fig. 2) indicator
function (for each anchor: neighbors that are too far,
not going in a similar direction, or not positioned in
the anchor’s direction cone are not potential leaders)

• collision: The distance between an anchor position and
each neighbor’s position. The angle between an anchor
direction and each neighbor’s direction. The sum of
the anchor speed and neighbor speed norms. A poten-
tial collider indicator function (for each anchor: neigh-
bors that are too far, not going in the opposite direction,
or not positioned in the anchor’s direction cone as not
potential colliders)

• occupancy: The distance between an anchor position
and each neighbor’s position. The angle between an
anchor direction and each neighbor’s direction. A cone
indicator function (for each anchor: neighbors that are
not in the direction cone are ignored)

3.4.2 Output constraints

The DCM framework requires us to predict an anchor from
the choice set, transforming the problem of next speed pre-
diction into a classification problem. The model chooses
between the possible speed regimes and radial angles by

Figure 2. Leader selection. Anchor direction cone between dl and
dr . (Source: [12])

predicting a score for each of the 33 available choices. We
select the anchor with the maximum score as the predic-
tion. The prediction is accurate if the chosen anchor cor-
responds to the closest choice to the pedestrian’s true next
speed (Fig. 3).

Figure 3. Ground truth anchor is the closest choice to the pedes-
trian’s next speed

3.5. Models

We present in this section the models implemented to
evaluate our proposed approach (ConceptNnDCM) and un-
derstand the benefits and costs of using the DCM input
preprocessing and having interpretable results. We imple-
mented four models with different properties that all fol-
low the DCM framework (they are limited to a one-step
input and predict the anchor corresponding to the primary
pedestrian’s next speed). The LearnDCM (original DCM),
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UtilityNnDCM (non-interpretable), and NnDCM (no utility
input processing) models are baselines to demonstrate the
impact of using neural networks, having interpretable con-
cepts, and using utility input processing.

3.5.1 LearnDCM

The LearnDCM (Fig. 4) corresponds to an extended version
of the original DCM implementation [2, 12]. It is a clas-
sic discrete choice model using hand-designed functions.
The β and exponential parameters are estimated using gra-
dient descent with a cross-entropy loss. The exponential pa-
rameters are initialized using the SocialAnchors DCM [11]
and can be frozen (original DCM specification) or estimated
during training. The model returns anchor scores for each
utility concept that we can interpret.

Figure 4. LearnDCM model architecture

3.5.2 ConceptNnDCM

The ConceptNnDCM (Fig. 5) is our proposed approach. It
replaces the hand-designed functions of the classic DCM
with a neural network for each concept. This model uses
the same input as the LearnDCM. Instead of the original
functions, each concept uses a small fully-connected neural
network fed with the concept’s processed input. Similarly to
the LearnDCM, each NN return anchors scores for the cor-
responding concept and can be visualized and interpreted.

Figure 5. ConceptNnDCM model architecture

3.5.3 UtilityNnDCM

The UtilityNnDCM (Fig. 10a) uses the same input as the
ConceptNnDCM. Nevertheless, it combines all inputs be-
fore feeding them to a single neural network. The output
is an overall anchors score. The model output is not inter-
pretable and aims at evaluating the impact of interpretabil-
ity.

3.5.4 NnDCM

The NnDCM (Fig. 10b) is a single neural network model
that does not use the utility concepts of input processing. It
uses the initial frame data (positions, current speed, and pri-
mary pedestrian destination) and returns the overall anchors
score. It aims to demonstrate the impact of utility process-
ing.

4. Experiments
We describe here the experiments done to show how

data-driven techniques help us design the choice set and
handle dataset imbalance when estimating models’ param-
eters. We observe the importance of the different con-
cepts between the original (LearnDCM) and our (Con-
ceptNnDCM) approach. Finally, we evaluate how using a
NN in our model impacts interpretability and performance.

4.1. Dataset

We use a synthetic dataset within the interaction-centric
Trajnet++ framework [10], generated using ORCA [15].
The dataset corresponds to about 5 million frames extracted
from 50 thousand scenes with 4, 5, or 6 pedestrians start-
ing around a circle and going in opposite directions. We do
not evaluate the ’leader-follower’ concept due to the dataset
limitations (ORCA does not model leader-follower interac-
tions). No collisions occur in both the training and testing
set.

4.1.1 DCM choice set definition

The original choice set specifications [2, 12] are based on
a dataset different from ours. We thus need to adapt our
choice set to our dataset. We want to have sufficient
precision between the angle and speed choices to predict
the decision-making process accurately. We keep the 33
choices (11 radial choices, and 3-speed choices) from the
original implementation [3].

Speed choices Speed choices try to model the pedes-
trian’s ability to increase/reduce speed in free flow or due to
social interactions. The constant speed regime is the most
frequent, usually when no interaction occurs. The original
speed regime (0.5, 1, 1.5) corresponds to a high change in
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speed cardinality that rarely occurs in our dataset, leading
to each choice corresponding to respectively (0.7%, 98.1%,
1.2%) of the data. Indeed, a change of 50% in speed in a
frame (given 2.5 frames per second) is excessively high.
Using the distribution of speed norm (Fig. 6), we update
the speed regimes to (0.9, 1, 1.1) regimes splitting the
dataset into (10.1%, 80.3%, 9.6%) groups. We base our
selection on a trade-off between a large enough change of
speed and not too small accelerated and decelerated groups,
given that the most observed values are near constant speed.

Figure 6. Distribution of speed norm

Angle choices Angle choices reflect the change of di-
rection to reach the goal or avoid another pedestrian. In
most cases, the pedestrian keeps her trajectory straight (cen-
ter choice) as she tries to reach her destination using the
shortest path. The original angle choices centers are (-
72.5°, -50°, -32.5°, -20°, -10°, 0°, 10°, 20°, 32.5°, 50°,
72.5°) with a span of (25°, 20°, 15°, 10°, 10°, 10°, 10°,
10°, 15°, 20°, 25°). It splits the dataset into the follow-
ing groups (0.01%, 0.04%, 0.26%, 1.02%, 4.76%, 87.8%,
4.78%, 1.02%, 0.26%, 0.04%, 0.01%). The group centered
at 0° contains 88% of the dataset values. This is an issue, we
observe many scenes where collision avoidance interactions
occur, but the change in angular direction is smaller than
5°. Because of the precision of anchors, all changes smaller
than 5° correspond to the central anchor. We, therefore,
update the angle centers and span to increase the precision
of the anchor towards the center. Based on the next speed
absolute angle distribution (Fig. 7), we select the centers (-
65°, -30°, -15°, -7°, -2.5°, 0°, 2.5°, 7°, 15°, 30°, 65°) and
span of (45°, 20°, 10°, 6°, 3°, 2°, 3°, 6°, 10°, 20°, 45°), split-
ting the dataset into (0.05%, 0.59%, 2.10%, 4.71%, 21.83%,
41.47%, 21.83%, 4.72%, 2.10%, 0.59%, 0.05%). This new
angular choice set preserves the same number of choices,
and the overall field of view (170°).

Figure 7. Distribution of absolute angle (in degrees) between cur-
rent and next speed

4.1.2 Data imbalance

Once our choice set is defined, we can compute the dataset
labels. We sample the labels for each frame using the pri-
mary pedestrian’s next speed. The target anchor is the an-
chor with the smallest euclidean distance to the speed. Even
after building an adapted choice set for our dataset, the
classes (anchors indices) or our problem are still heavily
imbalanced (see Tab. 1).

Anchor index Angle Speed Dataset %
16 0° 1 47.5
17 2.5° 1 14.7
15 -2.5° 1 14.6
22 -65° 1.5 0.0074
11 -65° 1 0.0021
21 65° 1 0.0018

Table 1. Train data top and bottom 3 classes

An imbalanced dataset is an issue for training our neu-
ral networks (and DCM parameters). During the gradient
descent, the model will see many more examples of some
classes, and learn them better (at the cost of rare classes).
We first use a weighted cross-entropy loss function. The
weights are inverse of the class counts, giving a higher
penalty on errors made for a less frequent class. Using
them, the model will learn each class equally regardless of
its cardinality. Though, this method does not help classes
that do not have enough examples to be properly learned.
To deal with this limitation, we implemented a second tech-
nique taking advantage of the synthetic nature of the data.
We generated many new scenes and kept only the examples
from rare classes. We build a new train dataset with artifi-
cially more examples for rare classes. This method helped
improve the overall learning (especially the accuracy of rare
classes) with a small increase in the train dataset size.
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4.2. Concepts importance

The concepts defined by the DCM utility try to describe
the multiple and independent elements that intervene in hu-
man walking decision-making. These concepts help us de-
compose what is driving a choice. Nevertheless, for the in-
terpretation of these concepts to be meaningful, they need
to have a sufficient impact on the overall anchors’ score
and affect the final choice. In this section, we evaluate the
importance of each concept for the LearnDCM and Con-
ceptNnDCM models.

For a single example, we evaluate a concept’s impor-
tance using the following metrics:

• Score delta between first and last anchors (FL)

• Score delta between the first and second anchor (FS)

• Variance between anchor scores (V)

We compute for each metric the average value per concept
over all frames. This helps us understand the overall impact
of a given component. We also compute the percentage of
the test dataset for which a given concept is the most im-
portant (highest metric value). These percentages help us
understand how often a concept is dominant compared to
others.

We present a summary of our results for the LearnDCM
model in Tab. 3. We observe that the destination concept
is, by far, the most important and solely determines the
vast majority of predictions (Highest variance for 100% of
frames). The average variance shows us that the destina-
tion concept has an order of magnitude greater than all other
concepts, highlighting its importance. The collision and oc-
cupancy concepts have the highest first-second anchor score
different in about 1% of cases, mostly when the subject is
far from the destination and has neighbors nearby.

The results for the ConceptNnDCM model are summa-
rized in Tab. 4, we observe from average and percentage
metrics that the destination concept is still the most impor-
tant. Nevertheless, the difference with other concepts is
much smaller (compared to LearnDCM). Free flow is the
second most impactful concept with the highest variance in
41% of frames. The collision and occupancy are also sig-
nificant in about 10% of frames each. We also note that the
direction concept produces only zero scores. This is due to
the artificially balanced dataset in training, which leads to
no difference in frequency between classes. We discuss this
issue further in the next section.

Overall, the ConceptNnDCM seems to make better use
of the different concepts than the LearnDCM. Indeed, they
play a greater role in the final prediction and are all (ex-
pect direction) dominant for some frames. We believe that
it is due to the ConceptNnDCM model using information
from the input that hand-designed functions do not describe.

This difference can also be due to the higher representation
power of the NN, leading to a more complex combination
of each concept’s input.

4.3. Interpretable predictions

When replacing the hand-written functions with NNs,
we increased the representation power of our model. Nev-
ertheless, as we discussed in the Sec. 3.4, this can be at
the cost of prediction interpretability if the problem is not
constrained and the neural networks learn overlapping con-
cepts. Our initial hypothesis is that we can preserve the
interpretability by limiting the input of each concept’s NN
to the data used by the hand-written functions.

To evaluate interpretability, we visualize the anchors’
scores overall dataset and on selected examples. We present
here the results from LearnDCM and ConceptNnDCM on
an example frame (Fig. 8) with collision avoidance inter-
actions. In this example, the true anchor index is 3: a
speed decrease and a turn to the right. In this example, the
LearnDCM and ConceptNnDCM respectively predict an-
chors 4 and 3, both corresponding to a speed decrease and
a right turn.

Figure 8. Position and speed of pedestrians in a selected frame

The LearnDCM score is mostly driven by the destina-
tion concept. We observe meaningful activation of direc-
tion, free flow, and occupancy concepts. The collision con-
cept surprisingly returns a positive value in the cones with
potential colliders. We believe this is due to the dataset: the
pedestrians start in a circle and all go towards the center.
Their collision avoidance choice usually makes them go to-
wards the neighbors’ direction (or near it) as the neighbors
move towards the center.

The ConceptNnDCM activation has three main concepts
(collision, free flow, and destination), while the direction
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and occupancy concepts have no activation. For the direc-
tion concept, this issue is present on the whole dataset and
is due to the train dataset balancing. A possible fix would
be to use the direction concept from LearnDCM or train in-
dependently on the original unbalanced data. Training this
concept independently on unbalanced data can also help.
Regarding occupancy, we observe that the model uses either
only collision for some examples, or occupancy for others
(in this example, collision is used). We believe this is due to
the two concepts sharing many processed inputs, and having
a similar role (handling repulsive interactions). An adapted
fix would be to have a single concept for all collision avoid-
ance behavior learned from the social environment. Oth-
erwise, we would need to ensure that the collision and oc-
cupancy concepts do not overlap. For instance, we could
use an indicator function based on distance such that the
occupancy handle short distance cases and the collision one
handles longer distances. Finally, we observe in Fig. 9 that
the collision concept correctly penalizes directions in which
some potential colliders are present.

(a) LearnDCM (b) ConceptNnDCM

Figure 9. Collision scores map on example frame

In summary, both models’ concepts’ activation being de-
pendent on their limited input, they show some similarities
in the activation. For instance, the free flow concept in-
centivizes in both models the choice of a reduced speed.
Nevertheless, some concepts fail to be learned in the Con-
ceptNnDCM model (direction, occupancy). In this work,
we limited the constraints applied to NNs to the input. Nev-
ertheless, we can likely enhance the interpretability using
additional constraints. On the output, we could constrain
the sign (occupancy or direction should be negative). Also,
the output to the angle choices only for the direction con-
cept, and the speed regimes only for the free flow will help
the model learn better the concepts. Alternatively, a custom
loss designed individually for each concept (for instance the
angular error only for the direction concept) would narrow
down the task each network is supposed to solve. Finally,
training (or pretraining) each concept individually on an
adapted subset of the dataset (ex: unbalanced frames with-

out interaction for the direction concept) could also improve
the interpretability. Numerous limitations of the two mod-
els are also due to the synthetic dataset and the limited set of
interactions. Extensive testing on other synthetic and real-
world datasets would help better understand what each NN
is learning.

4.4. Predictive performances

The main goal of replacing hand-crafted functions
with neural networks is to increase the predictive power.
We evaluate here the performances of our proposed ap-
proach (ConceptNnDCM) against the three baseline models
(LearnDCM, UtilityNnDCM, NnDCM) using the following
metrics:

Metrics

• Accuracy (Macro / Weighted)

• F1 score (Macro / Weighted)

• Prediction distance (Distance between the true speed
and the predicted anchor)

Note: Macro (M) corresponds to computing the metric
value for each class and averaging the results over all classes
regardless of the size of each class. Weighted (W) takes into
account imbalance in the dataset using a weighted average
between classes.

Model Acc F1 Pred
M/W M/W distance

LearnDCM 0.234/0.273 0.091/0.327 0.047
ConceptNnDCM 0.321/0.268 0.164/0.290 0.039
UtilityNnDCM 0.277/0.240 0.144/0.286 0.044

NnDCM 0.213/0.206 0.099/0.247 0.0514

Table 2. Models performances

Results We observe that all models with utility input pro-
cessing outperform the NnDCM (Tab. 2) model with raw
frame data. The features computed by the utility such as
relative distances and angle to neighbors or the destination
could be the explanation, as they might be hard to learn for
a shallow model like the NnDCM.

The ConceptNnDCM and UtilityNnDCM outperform
the classic LearnDCM model on Macro metrics and dis-
tance. The macro metrics highlight the impact of data bal-
ancing methods that improved prediction accuracy for rare
classes. The confusion matrices (Fig. 15, Fig. 16) shows
that all models learn all classes evenly (center diagonal).
Though, the LearnDCM fails to predict the speed regime
(almost always predicts the constant speed) while it suc-
ceeds for the angles (Fig. 15a).
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The ConceptNnDCM outperform both UtilityNnDCM
and NnDCM. It is surprising as we expected that using sep-
arated models for each concept or using utility processed
input would negatively impact the performances. These re-
sults can be explained by the limited amount of rare exam-
ples, even with the additional data generation. Also, all NN
models are shallow. Therefore, designing the best features
has an important impact on how the NN model learns.

Overall, the performances of all models are poor:
32%/27% (Macro/Weighted) accuracy. We believe this is
due to the following reasons. First, the limitations of the
DCM framework: the choice set precision (the distance be-
tween the true anchor and true next speed is 0.0116, about
a fourth of the models’ distance error), and the limitation
to current frame information (instead of all the observed
passes frames). The limited number of neural network pa-
rameters and a small dataset with few diverse examples can
lead to the failure to learn the complex patterns of direction
and speed decision-making.

5. Conclusion
In this work, we built a classic DCM model and adapted

it to the Trajnet++ framework to serve as a baseline for our
work and other models. We show how using data-driven
techniques can help us handle class imbalance during train-
ing by adapting anchor precision, generating more rare ex-
amples, and using weighted loss to improve the learning
of our models. We evaluated how each DCM concept im-
pacts the final prediction, highlighting the importance of the
destination concept in the original DCM, and showing how
the ConceptNnDCM concepts have a more balanced im-
pact. Finally, we show how replacing the hand-design DCM
functions with a neural network improves the model perfor-
mances while preserving some of the interpretability. We
finally discuss the limitations of this interpretability based
on the constraints we apply to the input, output, and loss,
and the performance limitations of all our models within
the DCM framework.

6. Future work
We discuss here the potential improvements and further

works to deal with limitations observed in this work, evalu-
ate the models on a real-world dataset, and improve overall
performances and interpretability.

Choice set Evaluate how increasing the number of
choices or the precision of each choice affects performances
and at what cost.

Dataset Train and test models on another synthetic
dataset that is not limited to collision interactions. Also,
evaluate models on real-world datasets from the Trajnet++

framework to observe the impact of the leader-follower con-
cept.

Interpretability Implement a custom loss function for
each DCM concept to train both LearnDCM and Con-
ceptNnDCM to improve predictions (especially on the
speed regimes). Add new constraints on outputs for the
concepts limited to only angular or speed choices. Train
the concept’s NN independently on a selected subset of
the data to improve interpretability and independence be-
tween concepts. Combine the concepts from LearnDCM
and ConceptNnDCM, keeping the most basic concepts like
direction and free flow as hand-designed functions, while
having more complex concepts like collision and leader-
follower use a neural network. Finally, we used in this work
both collision and occupancy concepts. These two concepts
share some of their input overlapping input. Implementing
tighter constraints to ensure their independence, or combin-
ing them into a single concept would ensure they are not
conflicting.

Concepts Using the NN-based models, we observed a
correlation between the speed and angular choice in free
flow conditions. Using a concept combining both informa-
tion could better model walking behavior outside of social
interactions. Similarly, we could combine the collision and
occupancy concepts as they tackle a very similar task. NN
models could also be used to process multi-step inputs (his-
tory of all pedestrians’ positions and speed) instead of the
current frame information only. Enriching the input using
passed frames would likely lead to better predictions by giv-
ing the model a chance to detect movement patterns on mul-
tiple steps (inertia).

Comparison and combination with NN Using deeper
NN architecture, trying to use attention mechanisms and
feedback connections (while enriching input with histor-
ical information) would like to improve NN model per-
formances. Replacing the L-MNL DCM block by Con-
ceptNnDCM could also be interesting to have a more com-
petitive model compared to data-driven approaches while
keeping some interpretability. Finally, comparing this hy-
brid approach to state-of-the-art data-driven models on
multi-step predictions.
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Appendix
Models architecture

(a) UtilityNnDCM (b) NnDCM

Figure 10. Models architecture

Concepts importance

Direction Destination Free flow Collision Occupancy
Average first-last span (FL) 1.51 10.91 1.01 0.20 0.30

Average first-second span (FS) 0 0.24 0.0 0.0046 0.00010
Average variance (V) 0.28 11.37 0.23 0.0084 0.018

Maximum FL % 0 100 0 0 0
Maximum FS % 0 99.1 0 0.89 0.021
Maximum V % 0 100 0 0 0

Table 3. Utility concepts importance metrics - LearnDCM

Direction Destination Free flow Collision Occupancy
Average first-last span (FL) 0 8.07 6.58 2.75 1.58

Average first-second span (FS) 0 0.66 0.35 0.12 0.0039
Average variance (V) 0 6.31 3.04 1.13 1.12

Maximum FL % 0 46.67 36.14 7.97 9.22
Maximum FS % 0 57.68 35.53 6.35 0
Maximum V % 0 40.15 40.91 7.73 11.20

Table 4. Utility concepts importance metrics - ConceptNnDCM
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Interpretability

(a) LearnDCM (b) ConceptNnDCM

Figure 11. Direction scores map on example frame

(a) LearnDCM (b) ConceptNnDCM

Figure 12. Destination scores map on example frame
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(a) LearnDCM (b) ConceptNnDCM

Figure 13. Free flow scores map on example frame

(a) LearnDCM (b) ConceptNnDCM

Figure 14. Occupancy scores map on example frame
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Predictions accuracy

(a) LearnDCM (b) ConceptNnDCM

Figure 15. Confusion matrix of anchors predictions

(a) UtilityNnDCM (b) NnDCM

Figure 16. Confusion matrix of anchors predictions
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